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Sample Restriction Using Radiofrequency Field Selective Pulses
in High-Resolution Solid-State NMR
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In this article a method is suggested for restricting a sample
(spatial localization) by preparing the magnetization with a phase-
modulated radiofrequency pulse which inverts magnetization only
over a very narrow range of radiofrequency field strengths. This is
the most efficient method, in terms of sensitivity, of restricting the
sample to improve rf homogeneity. The method is demonstrated by
using it to improve the resolution obtained in a homonuclear dipolar
decoupling experiment. C© 2002 Elsevier Science
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INTRODUCTION

Many different types of multiple-pulse sequences are n
used in solid-state NMR, ranging from heteronuclear rec
pling to homonuclear decoupling, and including virtually all
the possibilities in between (1–5). The major weakness of man
of these sequences is their sensitivity to the inhomogenei
the radiofrequency field (i.e., the radiofrequency (rf) field is
uniform over the whole sample volume). This is a classic pr
lem in NMR, and in liquid-state NMR the main way of dealin
with rf inhomogeniety has been to develop sequences tha
less sensitive to the precise rf field strength (6, 7). In solid-state
NMR this approach, although possible, is not quite as strai
forward, since the sequences must also be robust with re
to the relatively large (compared to the rf) dipolar couplin
and/or carbon offset frequencies. Indeed, while a few seque
(for proton–proton dipolar decoupling) have been proposed
are less sensitive to rf inhomogeneity (7–9), nevertheless th
usual approach to avoiding this problem in solid-state NMR
to restrict the sample to a small volume in the center of the m
angle spinning (MAS) rotor.

Sample restriction suffers from three main handicaps. F
it reduces the intrinsic sensitivity of the experiment, makin
realistically useful only for proton NMR (though in principle
would also improve the performance of, for example, carb
carbon recoupling experiments, the method presented her
1 To whom correspondence should be addressed: E-mail: Lyndon.Emsle
ens-lyon.fr.
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be placed as a building block before any1H or rare-spin NMR
sequence). Second, ideally the plastic inserts typically use
restrict the sample should be susceptibility matched to the s
ple. In reality this is rarely the case, so that the inserts themse
induce some line broadening. Finally, it is experimentally inc
venient to pack rotors with inserts.

Recently we have proposed a method that uses static mag
field gradients to excite magnetization in MAS experiments o
in the center of the sample (10). This method, which is base
on principles borrowed from magnetic resonance imaging,
fectively removes the need for inserts, and allows the spec
scopist to choose interactively the degree of sample restric
necessary to achieve the required performance. It also av
altogether problems of susceptibility matching. However, to
plement the method one needs a CPMAS probe equipped
a gradient coil (which is currently a serious drawback), and
the current state of the art the gradients generated in such p
are not particularly strong, leading to problems with offset
fects. Also, one should note that (as illustrated by the field m
of Fig. 1a) while restriction of the volume to the center of t
rotor does improve homogeneity, it is not the most efficient w
to do so. In fact the most efficient way to improve homogene
would be to select a volume of the sample defined by the con
lines in Fig. 1b. In this article we suggest a method for do
this by preparing the magnetization with a phase-modulated
diofrequency pulse which inverts magnetization only over a v
narrow range of radiofrequency field strengths. This is the m
efficient method, in terms of sensitivity, of restricting the sa
ple to improve rf homogeneity. The method is demonstrated
using it to improve the resolution obtained in a homonucl
dipolar decoupling experiment.

RF FIELD INHOMOGENEITY

In the following we will use a model for the rf field distributio
inside the coil to illustrate the ideas we shall develop. The mo
we use is relatively simple, and more sophisticated models e
but the actual distribution is not important for the followin
6
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discussion, since we do not need to know the field distribution
the method to work (indeed this is possibly the most import
feature of our method).

The magnetic field created by an infinitely long solenoid w
“jointed turns” would be constant (i.e., perfectly homogeneou
However, the coil in a CPMAS probe usually has a relativ
short length compared to the radius, and does not have joi
turns. Thus, the magnetic field it creates is inhomogeneous;
is it depends on the position inside the coil. For example, us
an idealized model (11) we obtain

B(M) =
∫

P∈coil

µ0J ∧ PM
4πPM3

,

whereJ is the current flux andP a point in the coil. We can
evaluate this expression numerically to obtain the distribut
shown in Fig. 1a. In the figure, each contour line correspo
to a given value of theBX field. Analytical calculations (not
developed here) show how the field changes rapidly along
coil axis and more slowly in the radial direction (perpendicu
to the coil axis).

FIG. 1. (a) Simulated rf field distribution generated by the coil. The fie
lines do not have a simple form due to the spaces between turns. The co
a length of 6 mm and a radius of 1.4 mm with 5 turns. The rotor used in
experiments described in the text measures 9 mm with an external radi
1.25 mm. (b) Sample volume selected by the BISON-1 pulse described in

text. This volume corresponds to quarter of the total volume.
CATIONS 137
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FIG. 2. (a) Simulated probability distribution of rf fields generated by t
coil of Fig. 1. The probability is calculated by subdividing the space betw
the turns of the coil in small elementary volumes, and counting those wher
field has the same value, with a given uncertainty. The shaded region indi
the range of 0.98 to 1.02 selected by the BISON-1 pulse described in the
(b) Experimental probability distribution measured with the nutation experim
on a sodium acetate sample for a nominal rf field of around 100 kHz.
oscillations in the signal to the right of the nominal value are probably du
experimental artifacts, although we cannot explain their origin.

In Fig. 2 we show the field distribution for the coil calculat
from Fig. 1a. We can see that the highest field is the most
bable, but that other fields are significant for up to around 2
lower than the maximum field. This value is actually reach
slightly outside the coil, but even these positions are relev
because the rotor is actually longer than the coil. The distr
tion shown in Fig. 2b corresponds to the distribution that
be measured experimentally using a nutation experiment.
figure corresponds to a nutation experiment performed on
carbon channel of our double-tuned Bruker 2.5-mm DV
CPMAS probe. It can be appreciated that it contains all
essential features of the predicted distribution of Fig. 2a. Th
it appears reasonable to assume that in a normal CPMAS p
there is an inhomogeneity of about 20%.

RADIOFREQUENCY FIELD SELECTIVE PULSES

To select only those parts of the sample that experien
particular rf field strength we propose to use the prepara

sequence outlined schematically in Fig. 3a. A pulse is applied
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FIG. 3. (a) Pulse sequence used in the experiments presented here (ava
on our web site http://www.ens-lyon.fr/STIM/NMR). As the selective pulse
an inversion pulse, aπ/2 pulse is used to acquire a signal. TheνC

1 field for the
carbon inversion pulses was aboutνC

1 = 100 kHz; the FSLG decoupling was als
calibrated withνH

1 = 100 kHz. Data were acquired on a 2.5-mm CPMAS pro
(Bruker Avance DSX 500-MHz spectrometer). (b) Selective (π − τ )n pulse,
which can be used instead of BISON in the previous sequence.

which inverts magnetization only over a very narrow range
rf field amplitudes, and signal is acquired in a difference ex
riment with and without the field selective pulse. We are by
means the first to consider radiofrequency field selective pu
(12–25), which form the basis of many methods for magnetic
sonance imaging using surface coils. However, existing meth
do not have the required selectivity for our application, wh
we wish to invert magnetization over a range of only 4% of
nominal maximum rf field strength in a quite selective fashi
(Clearly, a pulse that inverts a region of 20% around the nom
maximum fields will, in our probes, select the whole samp
Notably, in order to apply our experiment to achieve sample
triction in a way similar to that achieved by using inserts,
wish to select a square profile for theB1 distribution instead of a
Gaussian one. Thus, we have derived a new pulse scheme
cularly suitable for sample restriction applications in solid-st
NMR. To do this we have adopted an approach using ph
modulated pulses analogous to the so-called DUMBO appro
we have recently introduced for homonuclear dipolar dec
pling sequences (8). We should note, however, that some of t
existingB1 selective pulses may also be promising in this c
text, with the family of pulses suggested by Shaka and Free
(17–19) (which yield a roughly Gaussian profile) appeari
relatively attractive (though we have not tested their per
mance experimentally). Our objective here is not to comp
different selective pulses, but rather to demonstrate that
approach is of use to improve resolution in solid-state NM
experiments.

This approach (which has previously been applied to a ra

of problems in NMR (6, 9)) consists in the numerical optimiza
CATIONS
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tion of the simulated NMR response to a pulse which is defin
by an arbitrary function with many variable parameters. We u
a representation of the phase of the pulse in terms of a Fou
series

ϕ =
N∑

n=1

an cos

(
n

2π

τ
t

)
+ bn sin

(
n

2π

τ
t

)
(0≤ t ≤ τ ),

whereτ is the length of the pulse. The amplitude of the pul
is constant. We have chosen a Fourier series since it repres
a convenient basis set of functions (and it yields satisfact
results), but in principle any other basis functions could be us
The optimization procedure consists in finding an optimal se
the Fourier coefficientsan andbn. For purely practical reasons o
computational time, the Fourier series is truncated at 10th or
yielding an optimization using 20 variable parameters. Also,
practical reasons the pulse must be “discretized,” yielding

1t = τ

M
⇒ ϕ =

N∑
n=1

an cos

(
2π

np

M

)
+ bn sin

(
2π

np

M

)
if ( p− 1)1t ≤ t ≤ p1t.

For each set of coefficients the response of an isolated single s
neglecting magic angle spinning, is evaluated numerically a
function of the rf field amplitude,ω1, using the Bloch equations
where for each step in the pulse, the evolution is given by

M ′x
M ′y
M ′z

 = [T ]

Mx

My

Mz


with

[T ] =
[

cosθ + cos2 ϕ(1− cosθ ) cosϕ sinϕ(1− cosθ ) sinϕ sinθ
cosϕ sinϕ(1− cosθ ) cosθ + sin2 ϕ(1− cosθ ) − cosϕ sinθ
− sinϕ sinθ cosϕ sinθ cosθ

]
,

whereθ = ω11t .
The quality of the response is then determined by least-squ

comparison with a target function. The target function we us
in the optimization procedure is shown in Fig. 4. The optimiz
tion was started by generating several million random sets
Fourier coefficients and evaluating the quality factor. The b
10 sets were then used as starting points in a least-squares
dient descent method (the MINUIT method). The performan
of our best result so far is shown in Fig. 4, and the Fourier c
efficients for this pulse are given in Table 1. To obtain a pu
having a sufficiently square response requires the use of at l
10 Fourier coefficients. (No dependence of these coefficients
the radiofrequency field strength has been observed.) We
this pulse BISON-1 (B1 is selected by optimizing numerically)
-As can be seen from the figure, BISON-1 inverts magnetization
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FIG. 4. Simulated response to the BISON-1 sequence (solid line), and
target function used in the minimization (dashed line).

only over a range of±4% around the nominal maximum valu
and leaves the following 16% untouched; the pulse does hav
effect at even lower field strengths, but these should norm
not be present in the sample. Figure 2 shows the predicted d
bution that should be obtained with BISON-1, and Fig. 1b sho
the regions of the sample within the probe that are selecte
the pulse. As we mentioned above, the profile obtained with
pulse is not necessarily more “selective” than others in the l
ature (12–25), but it is more “square” and seems well adapted
the application to solid-state NMR experiments. (Curiously,
found this satisfying “square” response result using a Gaus
objective function.) In any case, we recall that our objective
to demonstrate the use of such pulses to restrict the sample
we are not necessarily claiming that BISON-1 is “better” th
any other alternative on any absolute scale.

TABLE 1
Fourier Coefficients for the BISON-1 Sequence

i a b

1 3.124 −9.558
2 2.738 −1.254
3 1.712 −2.259
4 1.609 −1.295
5 0.09 −1.105
6 0.769 −0.734
7 −0.434 −0.851
8 0.584 −0.413
9 −0.267 −1.189

10 1.468 −1.397
CATIONS 139
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FIG. 5. SimulatedB1 inversion profile for (π − τ )n sequences. The highe
then, the narrower theB1 profile. To be useful, large values ofn are necessary,
so theses pulses will be efficient for a sample with a longT1 and a shortT2, so
that the transverse magnetization dephases quickly during a shortτ delay, and
the signal does not disappear at largen.

Note that we have chosen to optimize an inversion pulse
use a difference scheme, rather than directly optimize aB1 selec-
tive excitation pulse. This is because inversion is a consider
easier problem (26). Our attempts to find a (pure phase)B1 selec-
tive excitation pulse have so far failed to give satisfactory resu

Finally, we remark that there is another, less demanding
substantially longer), way of achievingB1 selective inversion
which is shown in Fig. 3b. This sequence consists of a train
ordinaryπ pulses followed by dephasing delays (or gradien
As the number ofπ pulse increases (where the total number oπ
pulses is even), the selectivity of inversion increases accordi
as shown in Fig. 5.

As shown below, both approaches appear to work experim
tally, and the choice between the two probably depends on
details of the particular experimental setup and the sample.

APPLICATION TO HOMONUCLEAR DIPOLAR
DECOUPLING EXPERIMENTS

As an illustrative example we have applied both kinds of
version pulses to a sample of polycrystalline sodium acetat
a Bruker 2.5-mm double-tuned DVT-CPMAS probe using t
sequences shown in Fig. 3a. During acquisition we observe
carbon-13 signal in the presence of FSLG (27) homonuclear
dipolar decoupling applied to the protons. As we have dem
strated previously (4), the resolution of the fine structure du
to the carbon–proton heteronuclear scalar coupling is a di
indicator of the performance of the homonuclear proton–pro
dipolar decoupling. The FSLG sequence is known to be se
tive to rf inhomogeneity, so we expect to see an improvemen
the performance of the sequence when we restrict the samp
a small range ofB1 fields.

The results obtained using the (π − τ )n sequence are show
in Fig. 6 in which we show the methyl group quartet as a fu
tion of n with and without FSLG. The spectra without FSL

show that asn increases the signal diminishes since the range of
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FIG. 6. (a) Experimental performance of (π − τ )n preparation sequences obtained using the sequence of Fig. 3b for the carbon-13 signal of sodium
(a) Methyl resonance of sodium acetate acquired without FSLG decoupling. Asn increases the width of the selectedB1 distribution decreases, and therefore th
excited volume is reduced. (b) With FSLG homonuclear proton–proton decoupling during acquisition (withνC

1 ' 100 kHz), the quartet fine structure due to th
heteronuclear13C–1H J coupling is better and better resolved as inhomogeneity decreases. We note that a valuen ∼ 20 yields high-quality decoupling without too
much signal loss.R is defined as the intensity ratio of the lowest to the highest part of the doublet and defines the “resolution” of the doublet. The arrows h
how the outer transitions of the methyl quartet also become better resolved with increasingn. A τ value of 150 ms was used and found to be the shortest compat
with dephasing of the transverse magnetization. This delay could be considerably reduced by usingB0 field gradients to dephase the magnetization during theτ

period.

FIG. 7. (a) Methyl quartet of sodium acetate decoupled without BISON. The linewidth is around 100 Hz and we can barely see the outer lines. (b
decoupled with FSLG and prepared with BISON-1. The linewidth is now around 30 Hz and we can distinguish the four lines of the quartet. 320 scans werired
for each of the spectra. The rf fields were as in Fig. 6, and the BISON-1 pulse was implemented as 640 steps of 300 ns duration for a total pulse lengthµs
at aνC of 100 kHz. (BISON-1 is a 40π on-resonance pulse.)
1
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selected values ofB1 becomes smaller and smaller. According
as expected, the series of spectra with homonuclear decou
shows increasing resolution asn is increased. Optimum resolu
tion is achieved whenn is around 16, where we have select
the most homogeneous 30% of the sample. Although this m
lead to long preparation sequences (2.4 s forn= 16 without
gradients to dephase the signal during theτ periods), this figure
highlights the flexibility of this approach which allows one
determine interactively the sample restriction required to ob
optimum performance. This allows the spectroscopist to fi
the best compromise between signal-to-noise requirements
pulse sequence efficiency.

Figure 7 shows the methyl group quartet under FSLG pro
decoupling with and without BISON-1. Since the width of th
B1 interval selected by the pulse is very narrow (4% of t
maximumB1 value) the rf field is very homogeneous and lea
to exceptionally good decoupling. The full width at half-heig
of one of the inner components of the methyl quartet is∼30 Hz,
corresponding to a gain of a factor 3 in resolution in this cas

CONCLUSION

We have introduced two ways to restrict the sample in so
state NMR to only those parts that experience the same (to w
a given degree) radiofrequency field amplitude. The simp
method involves a series ofπ pulses. A more sophisticated ap
proach makes use of a numerically derived phase-modulateB1

selective inversion pulse, dubbed BISON-1. Both approac
are shown to work well, with the BISON-1 method yielding
factor 3 improvement in resolution in an experiment involvi
proton–proton homonuclear decoupling.

These new spectroscopic sample restriction techniques
be implemented on any existing probe or spectrometer, and
expect them to replace physical inserts.
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